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Ionospheric electron densities calculated using different EUV flux
models and cross sections: Comparison with radar data

M. J. Buonsanto,! P. G. Richards,2 W. K. Tobiska,? S. C. Solomon,* Y.-K. Tung,!”>
and J. A. Fennelly®

Abstract. The recent availability of the new EUVAC (Richards et al., 1994) and EUV94X (Tobiska,
1993b, 1994) solar flux models and new wavelength bin averaged photoionization and photoabsorp-
tion cross section sets led us to investigate how these new flux models and cross sections compare
with each other and how well electron densities (V,) calculated using them compare with actual
measurements collected by the incoherent scatter radar at Millstone Hill (42.6°N, 288.5°E}. In this
study we use the Millstone Hill semiempirical ionospheric model, which has been developed from
the photochemical model of Buonsanto et al. (1992). For the F2 region, this model uses determina-
tions of the motion term in the N, continuity equation obtained from nine-position radar data. We
also include two simulations from the field line interhemispheric plasma (FLIP) model. All the
model results underestimate the measured N, in the E region, except that the EUV94X model pro-
duces reasonable agreement with the data at the E region peak because of a large Lyman 8 (1026 A)
flux, but gives an unrealistically deep E-F1 valley. The ionospheric models predict that the O,* den-
sity is larger than the NO* density in the E region, while numerous rocket measurements show a
larger NO* density. Thus the discrepancy between the ionospheric models and the radar data in the
E region is most likely due to an incomplete understanding of the NO* chemistry. In the F2 region,
the photoionization rate given by EUV94X is significantly larger than that given by the EUVAC and
earlier models. This is due to larger EUV fluxes in EUV94X compared to EUVAC over the entire
300-1050 A wavelength range, apart from some individual spectral lines. In the case of EUVAC,
this is partly compensated for by larger photoelectron impact ionization due to the farger EUV fluxes
below 250 A. The differences between ionospheric model results for the different cross-section sets
are generally much smaller than the differences with the data.

1. Introduction

Modeling of iocnospheric electron and ion densities requires
knowledge of EUV and soft X-ray solar fluxes, photoelectron
fluxes, photoionization and photoabsorption cross sections, chemi-
cal reaction rates for each species, and neutral composition. While
the photochemistry of the F2 region is relatively simple compared
to the E and F1 regions, modeling the F2 region also requires
knowledge of neutral winds, electric fields and diffusion processes,
which together give the motion term Ve (N _v) inthe electron den-
sity (N,) continuity equation

N,
5= a-BN,-Ve(N,») M
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Here g is the production rate due to photoionization and secondary
photoelectron impact, P is the recombination rate, and v is the
plasma drift velocity.

In the past few years a photochemical model of the midlatitude E
and F1 regions has been developed at Millstone Hill (42.6°N,
288.5°E) and results compared with incoherent scatter daytime
observations taken at this location [Buonsantoe, 1990; Buonsanfo et
al., 1992]. This model has been improved and extended to the F2
region by including a more comprehensive minor ion chemistry,
allowing diurnal variations, and combining the photochemical cal-
culations with measurements of the motion term in the continuity
equation obtained from a nine-position radar experiment. This
yields a semiempirical model of the ionosphere above Millstone
Hill which may be compared with radar data at a variety of heights
and for a variety of conditions to give information about the accu-
racy of the model chemistry and inputs. A strength of this model is
its flexibility, in that it is designed to be used with a variety of EUV
flux models and cross-section sets. Recently, two new wavelength
bin averaged EUV flux models have been published, the EUVAC
model [Richards et al., 1994] and the EUV94X model [Tobiska,
1993b, 1994]. Richards et al. have also published a new set of bin-
averaged photoionization and photoabsorption cross sectionms,
based on the detailed compilation of Fennelly and Torr [1992].
These new solar flux models and cross sections have been included
as possible options for use by the updated Millstone Hill iono-
spheric model. The purpose of this paper is to investigate how these
new solar flux models compare with each other, and how N, calcu-
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lated using them compares with N, calculated using previous
standard solar flux models and N, observed with the incoherent
scatter radar. We also compare results of the new Richards et al.
[1994] cross-section sets with results from the older cross section
sets. In addition to the Millstone Hill ionosphere model, we also use
the field line interhemispheric plasma (FLIP) model, as described
by Torr et al. [1990] for two simulations to see whether our conclu-
sions are dependent on the choice of ionospheric model. For the F2

- region, measurement of the motion term in the continuity equation
permits us to compute the recombination rate 8 from (1), and com-
pare it with B calculated using MSIS-86 [Hedin, 1987] neutral
densities.

2. Tonosphere and Solar Flux Models

2.1. Semiempirical Model

As described above, the Millstone Hill setiempirical iono-
spheric model consists of two components, a calculated
photochemistry, which is sufficient to model the E and F1 region
electron and jon densities, and a measured term associated with ion-
ospheric motions, which is needed in addition to the
photochemistry to reproduce F2 region electron and ion densities.
The neutral composition and temperature are taken from the MSIS-
86 model. We do not attempt to model the ion and electron temper-
atures; these are taken from Millstone Hill data. By including as
much empirical information as possible in the model, we hope to

Table 1. Reactions Included in the Revised Photochemical Model

obtain more reliable information about the accuracy of the EUV
and photoelectron flux models, cross sections, reaction rates, and
MSIS-86 model inputs. .

2.1.1. Photochemistry. The photochemistry used in the current
work has been described in detail previously [Buonsanto, 1990;
Buonsanto et al., 1992], but a number of additional reactions have
been added to improve the minor ion chemistry. Chemical rate coef-
ficients for ion-neutral and ion recombination reactions now
included in the model are listed in Table 1. We now use new rates
for O*(®P) + N, and O*(?P) + O reactions from Chang e al. [1993].
Additional improvements to the model are inclusion of photoion-
ization of NO by solar Lyman alpha 1216A giving NO*,
dissociative ionization of O, and Ny, and photoionization of atomic
nitrogen.

For the attenuation of the solar fluxes, we have previously used
an analytical approximation to the Chapman function for calcula-
tion of the optical depth [Titheridge, 1988]. We now prefer the more
direct approach of integrating through the overlying atmosphere
which is represented by the MSIS-86 model. For this purpose, Rees
[1989] provides separate optical depth formulae for solar zenith
angle  less than or greater than 90°, Direct implementation of these
formulae in a numerical model is difficult due to a singularity at

=90°. Making a change of variable, we combine these two formu-
lae to yield
Xo
n,
[ Pa @

T(M X Zg) = 2,0, () (R +20) siny
j osny
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where T is the optical depth at wavelength A, zenith angle %, and
height z,, the summation j is over the three neutral species O, N,
and O, the densities of which (r;) are obtained from the MSIS-86
model, 6% is the photoabsorption cross section for species j at
wavelength A, and R is the Earth’s radius.

Nighttime sources of ionization have now been included, based
on [Strobel et al., 1974, 1980, J. E. Titheridge, personal communi-
cation, 1992]. The sources included are starlight, scattering of solar
radiation off interplanetary H and He, and resonantly scattered air-
glow. In our simple parameterization, starlight contributes to the
900-1000A continuum and at Lyman B (1026A) and has a simple
seasonal variation, the interplanetary background contributes at
584A (He Iy and at Lyman B and has a seasonal and solar cycle
dependence, and airglow contributes at 34A (HeID), 584A (He 1),
and Lyman B and has a zenith angle and solar cycle variation. Air-
glow is the dominant photoionization source closer to sunrise and
sunset. Starlight and the interplanetary background make signifi-
cant contributions closer to midnight, with starlight more
important. Additional details are provided by Tung [1993). While
these nocturnal sources have little effect on the F region, they pro-
vide a source for the residual nighttime ionization in the E region.

The pe/pi ratio is the rate of ionization by secondary photoelec-
tron impact divided by the photoionization rate. The model
currently has three options for this. These are the formulation of
Lilensten et al. [1989], the formulae by Richards and Torr [1988],
or values directly read into the program from the global airglow
(GLOW) model [Solomon et al., 1988; Solomon and Abreu, 1989].

2.1.2. F2 region. For modeling the F2 region the photochemistry
described above has to be combined with jonospheric motions
induced by winds, electric fields, and diffusion. These motions give
the motion term Ve(N,v) in the continuity equation (1). In our
semiempirical modeling approach, Ve (N ,v) is measured directly
from nine-position incoherent scatter radar data above Millstone
Hill, as described previously [Buonsanto and Holt, 1995]. In brief,
analysis of data from nine positions allows us to estimate spatial
gradients in the components of the ion drift vector v and in the ion-
ospheric scalar parameters N,, T,, and T;. The spatial gradients in
components of v and in N, allow estimation of Ve (N, v). We can
calculate N, from

N =

e

[q-aN,/dt-Ve(N,v)1/B 3)

where ¢ and [ are obtained from the photochemical calculations
and the MSIS-86 neutral atmosphere model, and 0N,/ d¢, Ve (Nv)
are measured. The seven-value magnetic index array is input to
MSIS-86 to specify the magnetic activity over the 59 hours prior to
the current time [Hedin, 1987]. In practice, an equation of the form
of (1) is solved for each ion species included in the model (O*(*S),
0*(2D), 0*(3P), NO*, 0,*, N,*, and N*), and the results combined.
Alternately, we estimate § for OT(*S) from

B=[g—aN,/0t-Ve(N,V)] /N, )

where g is the modeled production rate for O*(*S), and

dN,/0t, Ve (N,v), and N, are the measured values multiplied by
the fraction of ions which are O*(*S) in the model (usually ~ 98-
100% in the F2 region). We compare the results of (4) with calcu-
lations of B using

B=#kK [N,] +4,[0,] (5)
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where we use the measured ion temperature T;, the MSIS-86 model
for [N5}, [O5], and neutral temperature T}, and the rate coefficients
k, and k, are given in Table 1.

2.2. EUV Flux Models

The measured solar spectrum is seldom available for aeronomi-
cal modeling purposes, so modelers rely on solar flux models,
which are keyed to measurements of one or more solar spectral
lines on the date to be modeled, or averaged over one or more solar
rotations. The most commonly used proxy for the solar ionizing
radiation is the widely available 10.7 cm flux, or F10.7. These mod-
els of the EUV and longer wavelength soft X-ray fluxes are usually
bin-averaged into a convenient number of wavelength bands and
important solar emission lines spanning the range of approximately
304 (3 nm) up 10 1050 A (105 nm). These wavelengths originate in
the sun’s chromosphere, transition region, and corona, and are char-
acterized by considerable variability and large solar cycle
variations. It is beyond the scope of this paper to discuss in detail
the development of the various EUV flux models, or the arguments
for or against them. These have been reviewed by Lean [1990},
Tobiska [1993a), and Richards et al. [1994). Suffice it to say that
there are significant differences between the models and their abil-
ities to reproduce solar activity variations in EUV fluxes. Even
when the overall solar activity variations are reproduced in some
average sense, none of the models can be expected to be very accu-
rate in reproducing the EUV fluxes on a particular day. As pointed
out by Hinteregger {1981}, this is due to the great variety of types
of solar active regions and differences in their evolution over differ-
ent time scales, so that EUV models based on some limited set of
measurements over a limited time period could give quite mislead-
ing results if applied to a different part of the same solar cycle, or
even worse, to a different solar cycle. We will restrict our discus-
sion of the EUV flux models to brief descriptions of those which are
compared in the current work.

Hinteregger et al. [1981] developed the first proxy model based
on Atmospheric Explorer E (AE-E) data. An important contribution
of this work was the development of the solar minimum reference
spectrum called SC#21REFW. Hinteregger et al. described an EUV
two-class (chromospheric and coronal) model which was extended
beyond the time period of the AE-E mission by using a two variable
(F10.7 and 81 day mean of F10.7) association formula. Torr and
Torr [1985] published bin-averaged solar fluxes for 37 wavelength
bands and significant EUV emission lines for the two AE-E refer-
ence spectra SC#21REFW and F79050N, the latter representing
solar maximum. A common method for estimating the EUV fluxes
in use by aeroniomers has been to interpolate between these two bin-
averaged spectra using F10.7. An inconsistency with measure-
ments of the shape of the photoelectron flux spectrum [Richards
and Torr, 1984], as well as an inconsistency with the broad band
solar flux measurements of [Ogawa and Judge, 1986] suggests that
the Hinteregger et al. model fluxes below 250 A should be
increased by a factor of 2 or more, However, Richkards et al. [1994]
have pointed out other problems with the Hinteregger model,
including the SC#21REFW spectrum and the scaling with solar
activity.

Richards et al. [1994] have introduced a new EUV flux model for
aeronomic calculations (EUVAC), which is based on a measured
solar minimum reference spectrum called F74113 [Heroux and
Hinteregger, 1978, Torr et al., 1979] and the relative solar activity
variations of the [Hinteregger et al., 1981] proxy model. EUVAC
provides fluxes in the 37 wavelength bins of [Torr et al., 1979; Torr
and Torr, 1985], and the solar activity proxy is the mean of the daily
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Figure 1. Bin-averaged solar fluxes (10'* photons m™2 s™1) for 39
wavelength bins and discrete emission lines for the EUVAC (thick
lines) and EUV94X (thin lines) solar flux models. (top) Solar min-
imum and (bottom) solar maximum.

F10.7 and the 81-day average F10.7. EUVAC model coefficients
for two additional wavelength bands (18-30A and 30-50A) have
been calculated for use in the present study.

W. K. Tobiska and coworkers have produced a series of solar flux
models, the latest version of which is called EUV94X [Tobiska,
1993b, 1994]. This model provides solar fluxes in 39 wavelength
bins from 18 to 1050 A, the latter 37 bins corresponding to the bins
of Torr et al. This model was constructed using a multiple linear
regression technique, incorporating several satellite EUV data sets
as well as results from several rocket experiments. Solar activity
variations in the model are established using two chromospheric
proxies, Lyman o and He I 10,830 A equivalent width scaled to
Lyman ¢, and two coronal proxies, F10.7 and the 81-day mean of
F10.7. If either or both of the chromospheric proxies are not pro-
vided by the user, they are estimated in the model from the F10.7
and its 81-day mean.

Figure 1 shows a comparison between solar fluxes from the two
most recent models (EUVAC and EUV94X) for 1 day near solar
minimum, and for 1 day near solar maximum. For both dates, EUV
fluxes are larger in EUV94X than in EUVAC over the entire 300
1050 A range, apart from some individual spectra} lines. Below 250
A, BUVAC fluxes are larger on both dates, except at 30-50 A. The
large EUV94X flux at30-50 A is based on the originally published
measurements by the SOLRAD 11 satellite. In the EUVAC model,
the fluxes from the F74113 spectrum were increased by a factor of
2 between 150 and 250 A, and increased by a factor of 3 below 150
A to improve the agreement between calculated and measured pho-
toelectron fluxes. This accounts for the large EUVAC fluxes below
250 A. Although the larger EUV94X fluxes above 300 A result in
larger photoionization, the larger EUVAC fluxes in the 50~250 A
range produce larger ionization from secondary photoelectron
impact which compensates somewhat for this.

2.3. Photoionization and Photoabsorption Cross-Section
Models

In this paper we compare results obtained using three different
wavelength-bin averaged photoionization and photoabsorption
cross section sets.
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The first set is based on the widely used cross sections published
by Torr et al. [1979] in 37 wavelength bins from 50 to 1050 A, The
Torr et al. cross sections are intensity-weighted bin averages of the
high resolution tabulations of Kirby et al. [1979]. The Millstone
Hill model also requires cross sections from 18 1o 50 A, and we
obtain the cross sections at these short wavelengths from the
GLOW model. Torr et al. [1979] did not publish dissociative ion-
ization cross sections for N; and O, so for these we have also used
cross sections from the GLOW model. Similarly, Torr et al. did not
publish photoionization cross sections for atomic nitrogen; for
these we have used values from [Fennelly and Torr, 1992; Richards
etal., 1994].

The second set of cross sections used in this study is that from the
GLOW model. The GLOW model cross sections are based on the
compilation of Conway [1988]. These values differ from the earlier
Kirby et al. [1979] compilation primarily in that the atomic oxygen
ionization cross section is reduced at the shorter wavelengths, fol-
lowing the measurements of Samson and Pareek [1985]. The cross
sections were averaged for each wavelength bin, weighted by the
SC#21REFW solar minimum spectrum in that bin. There are no
GLOW model photoionization cross sections for atomic nitrogen,
so again we have used the values from [Fennelly and Torr, 1992;
Richards et al., 1954].

The third set of cross sections used in this work is that of [Fen-
nelly and Torr, 1992}, which have been bin-averaged into 37
wavelength bands between 50 and 1050A by Richards et al. [1994].
The Fennelly and Torr [1992] compilation includes results of more
recent measurements and includes the dense structure and autoion-
ization structure in the photoabsorption and photoionization cross
sections. The tables include, for the first time, cases where the pho-
toionization and photoabsorption cross sections for atomic oxygen
are not equal. Also this is the first compilation to include photoion-
ization cross sections for atomic nitrogen. Recent results by Bell
and Stafford [1992] for the photoionization cross sections for
O+(4P) and 0"(2P*) are considerably different from the Fennelly
and Torr [1992] values, which were based on Kirby et al. [1979).
For this third set of cross sections we have adjusted the 0+(4P) and
O*(2P*) cross sections in line with Bell and Stafford’s [1992}
results. This gives only a small difference in the final concentrations
of O*(S) calculated by the model (< 29%).

2.4. Field Line Interhemispheric Plasma Model

The field line interhemispheric plasma (FLIP) model, which has
been developed over a period of more than ten years, has been
described previously by Richards and Torr [1988] and more
recently by Torr et al. [1990]. The main component of this one-
dimensional model calculates the plasma densities and tempera-
tures along entire magnetic flux tubes from 80 km in the northern
hemisphere through the plasmasphere to 80 km in the southem
hemisphere. The model uses a tilted dipole approximation to the
Earth’s magnetic field. The equations solved are the continuity and
momentum equations for O%, H*, and He*, as formulated for the
topside ionosphere by St.-Maurice and Schunk [1977). Collisions
between ions and neutrals have been included in order to extend the
equations into the E and F regions. The electron and ion tempera-
tures are obtained by solving the energy equations [Schunk and
Nagy, 1978]. Electron heating due to photoelectrons is provided by
a solution of the two-stream photoelectron flux equations using the
method of Nagy and Banks [1970]. The solutions have been
extended to encompass the entire field line on the same spatial grid
as the ion continuity and momentum equations.
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3. Incoherent Scatter Radar Data

The Millstone Hill E and F1 region (below 200 km) electron den-
sity profiles presented here were obtained using a short (40 us)
pulse with 6-km resolution. These profiles were calibrated using
JoF2 from the local Digisonde, and temperature and Debye length
corrections were applied using ion and electron temperature pro-
files constructed from the available longer pulse measurements at
the greater heights and from the MSIS-86 model at the lower
heights [Buonsanto, 1989, 1990]. For most of the profiles, represen-
tative error bars are calculated at 120 km and 150 km using the

- method outlined by Evans [1969]. Since it is extremely difficult to
simultaneously fit incoherent scatter spectra in the E and F1 regions
for temperature and ion composition, a standard ion composition
profile is assumed in the reduction of Millstone Hill data, which
assumes 50% O at 180 km. As is done in earlier work [Buonsanto,
1990; Buonsanto et al., 1992], we use ion composition profiles cal-
culated by the Millstone Hill model, together with factors given by
Waldteufel [1971], to correct the observed incoherent scatter N, 7,
and T; measurements. The revised temperatures are then input to the
model and a new profile calculated. This procedure is repeated iter-
atively until convergence to final temperature and jon composition
profiles. Some of the N, profiles displayed in this paper were previ-
ously shown [Buonsanto et al., 1992], though with different model
corrections. The use of these profiles allows us to see whether there
are any significant differences between results of the updated model
and those of the preceding version.

For the diurnal variations of the observed N, at 180 km, and for
the F2 region above Millstone Hill, we show results from fits to the
300 ps pulse-length data. The original data have 45 km height res-
olution and are fit with splines to give N, at the desired heights. For
the results at 180 km, the ion composition model correction is
applied to the data. However for the F2 region results no correction
is applied to the data, as the standard ion composition profile which
gives nearly 100% OY is deemed adequate at these heights.

The nine-position experiment and analysis technique has been
described in detail previously [Buonsanto and Holt, 1995]. The
data analysis method is similar to that used with Arecibo data by
Burnside et al. [1987]. In brief, we use data collected with both the
fixed zenith antenna and the steerable antenna. The latter is pointed
at an elevation angle of 45° and is rotated counterclockwise through
eight different positions, typically starting at geographic southeast
and going through east, northeast, north, northwest, west, south-
west, and south, and then clockwise back to southeast. By including
both the counterclockwise scan and the succeeding clockwise scan
in the analysis, we minimize effects of temporal gradients on the
derived velocity field. While a 20~25 min cycle time is typical, we
often combine data from two cycles to give better results. The data
with 300-pus pulse length are used, and binned over 80 km in alti-
tude about the desired height. From a least squares fit to the data in

Table 2. Solar-Geophysical Conditions for Days Included in the
Study

Dates Fron Ap
Aug. 13, 1980 188.4 6
Jan. 15, 1985 749 9
Nov. 10, 1988 150.7 14
Jan, 14, 1990 171.5 8
Sept. 10-12, 1991 184.6, 177.5,183.1 37,22,8
Feb. 5-6, 1992 246.3,238.6 1.7
Feb. 29 10 March 2, 1992  217.8,200.4, 181.4 44,16, 12
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Figure 2. Electron density profiles at Millstone Hill for 1517 UT
(1047 LST) on November 10, 1988. The observed profile is shown
together with profiles calculated using the Millstone Hiil iono-
spheric model and three different cross section sets. The EUV
fluxes input to the model were obtained from sounding rocket mea-
surements on that day.

the nine positions, we are able to estimate the three components of
the ion drift vector and their gradients above the station. We also
estimate temporal and spatial gradients in N, T, and T,

4, Model/Data Comparisons

In this section we present results of our comparison between
Millstone Hill data and model results for the different cross-section
sets and EUV flux models. Results are given separately for daytime
E-F1 region profiles (100-200 km), diurnal variations. at a fixed
height of 180 km, and the F2 region. Table 2 gives the daily F10.7
and geomagnetic index Ap for each of the days included in this
study.

4.1, E-F1 Region Electron Density Profiles

Figure 2 shows the Milistone Hill N, profile for 1517 UT (1047
local apparent solar time, LST) on November 10, 1988, together
with results from the Millstone Hill model for the three different
cross section sets described in section 2.3 above. The EUV fluxes
input to the model were measured by a sounding rocket experiment
on that day. The instrument and measurements have been described
by Woods and Rottman [1990). Buonsanio et al. [1992} describe
how these solar flux data were bin—averaged into wavelength bins
required by the ionospheric model. For this simulation, pe/pi ratios
were obtained from earlier simulations [Buonsanto et al., 1992]
carried out using the GLOW model. The model results for the
GLOW model and Torr et al. [1979] cross-section sets are very sim-
ilar to those reported by Buonsanto et al. [1992], illustrating that the
updates made to the Millstone Hill ionospheric model have little
effect on the daytime E-F1 region results. The differences between
model results for the three different cross section sets are generally
much smaller than the differences with the data. The low densities
at 130 km resulting from the Torr et al. [1979] cross-section set are
largely due to the large photoabsorption by O at the short wave-
lengths. Differences between results for the GLOW and Fennelly
and Torr [1992] cross sections are largely due to the large O, pho-
toionization and photoabsorption cross sections at 977 A given by
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Figure 3. Electron density profiles at Millstone Hill for 1646 UT
(1155 LST) on August 13, 1980. The observed profile is shown
together with profiles calculated using the Millstone Hill iono-
spheric model and five different EUV flux models (see text). For all
these model simulations, cross sections based on [Fennelly and
Torr, 1992] were used. The pejpi ratios were obtained from the
GLOW model.

Fennelly and Torr [1992]. This results in a larger density with the
Fennelly and Torr cross sections above 125 km and a lower electron
density below 125 km compared to GLOW, and an E-F1 valley
minimum which is 5 km lower with the Fennelly and Torr cross sec-
tions, While this lower E-F1 valley minimum seems more
consistent with the data, the data do not show a very clear valley
minimum. As pointed out by Buonsanto et al. [1992], the E-F1 val-
ley is a consistent feature in the model results, but only a transient
feature in the data,

Figures 36 give results from the Millstone Hill model for five
different EUV flux models for August 13, 1980, January 15, 1985,
Nov. 10, 1988, and Jan. 14, 1990. For all these model simulations,
the cross section set based on [Fennelly and Torr, 1992] was used.
The pefpi ratios were obtained from the GLOW model. The dotted

Figure 5. Same as Figure 3, except for 1517 UT (1047 LST) on
November 10, 1988, and one additional profile is shown which was
obtained using the EUV fluxes from sounding rocket measurements
[Woods and Rottman, 1990] on that day input to the model.

lines give results using linear interpolation between the {Torr and
Torr, 1985] solar fluxes, using F10.7. The dotted-dashed lines give
results from the two-class contrast ratio, F10.7 association method
of [Hinteregger, 1981]. The dashed lines give results from using the
Hinteregger fluxes, but with values below 250 A doubled. The
crosses give results from using the EUV94X model [Tobiska,
1993b, 1994]. The circles give results from the EUVAC model
[Richards et al., 1994). Finally, for November 10, 1988, the aster-
isks give results from using the EUV rocket measurements on that
day [Woods and Rottman, 1990].

Near the E region peak, the EUV94X fluxes produce the largest
electron densities, in better agreement with the data. However, the
E-F1 valley produced by the EUV94X model seems to be unrealis-
tically deep. The large E region peak densities produced by
EUV94X result from a high rate of O, photoionization due prima-
rily to a large Lyman B flux. The much larger fluxes in the 30-50 A
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Figure 4. Same as Figure 3, except for 1813 UT (1318 LST) on
January 15, 1985.

Figure 6. Same as Figure 3, except for 1557 UT (1103 LST) on
January 14, 1990.
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bin in the EUV94X model also contribute, but their effect is small.
In contrast to EUV94X, the EUVAC fluxes produce very low elec-
tron densities at the lowest heights, although the shape of the model
profile is in reasonable agreement with the data, except for August
13, 1980, when the observations show a large increase in N, with
increasing height through the E region. Above the E-F1 valley there
is a level near 140 km where the EUVAC model produces larger
electron densities than EUV94X. This results primarily from a
larger N, photoionization rate. The N, ions react with atomic oxy-
gen to produce longer lived NO' ions. The larger N,
photoionization rate is due to the larger fluxes in EUVAC in the 50~
250 A range. Above =~ 160 km, EUV94X produces the largest elec-
tron densities. This is due to the combined effects of the larger
fluxes at wavelengths greater than 300 A, primarily on the rate of
photoionization of atomic oxygen. In géneral, the fluxes obtained
by linear intetpolation beiween the [Torr and Torr, 1985] values
and the fluxes from the [Hinteregger, 1981] contrast ratio model
underestimate the data, except for high altindes in the summer
case. When the Hinteregger fluxes are multiplied by 2 for wave-
lengths shortward of 250 A, the calculated electron density profiles
lock qualitatively similar to those obtained from the EUVAC
model, except that the densities at the lowest heights are larger, in
better agreement with the N, data, but not in better agreement with
results from the rocket measurements on November 10, 1988
(asterisks in Figure 5).

Figure 5 shows that even when EUV measurements on the same
day [Woods and Rottman, 1990] are input to the model, the calcu-
lated electron densities underestimate the data at all heights. Figure
7 shows the ion concentrations output by the model on this day.
Below 140 km, the O,* density is larger than the NO* density,
although numerous rocket measurements [Keneshea et al., 1970;
Danilov and Semenov, 1978; Danilov and Smirnova, 1993] show a
larger NQ density. This low NO*/O,* model density ratio is also a
feature of the FLIP model (P. G. Richards, personal communica-
tion, 1994). This ratio depends partly on the neutral NO density,
since the reaction of O4* with NO is a major source for NO*. The
parameterization of NO density in the Millstone Hill model [Buon-
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Figure 7. Ion density profiles calculated for 1517 UT (1047 LST)
on November 10, 1988, using the rocket measurements as input to
the Millstone Hill ionospheric model. Cross sections based on
[Fennelly and Torr, 1992] and pe/pi ratios obtained from the
GLOW model were used.
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Figure 8. Electron density profiles at Millstone Hill near noon on
February 5, 1992. Two incoherent scatter profiles are shown,
together with results from both the Millstone Hill jonospheric
model and the FLIP model. For the simulations from both iono-
spheric models the EUVAC solar flux model was used.

santo et al., 1992] is based on tables provided by Barth [1990],
which summarize data from the polar-orbiting Solar Mesosphere
Explorer satellite, While a larger NO density would increase the
NO*/0,* model density ratio, it would also result in a smaller N,,
since NO" recombines more rapidly than O,*. This suggests that
there is something very important missing in our understanding of

* this altitude range. An increase in the production rate of NO*, per-

haps from an additional source, or a decrease in its loss rate would
be needed to increase the N()"'/OQ_+ model density ratio and at the
same time increase the model N, to values more consistent with the
measurements.

A greatly enhanced 1-18 A X-ray flux, such as during a solar
flare, could also increase the electron density as well as the NO*/
ot ratio. These high-energy photons produce high-energy photo-
electrons and Auger electrons which produce multiple ionization
{up 1o a few hundred electrons); and an increased production of N,*
results in larger NO and NO* densities. R. Link (personal commu-
nication, 1995) has recently modeled these processés in detail. For
the profiles from the recent solar maximum included in this paper,
the GOES 7 1-8 A X-ray fluxes are well below the level needed to
result in significant ionization in Link's model above 100 km. For
solar minimum the effects of these X rays dre generally quite neg-
ligible. We conclude that inclusion of photons with wavelengths
below 18 A in the models would not produce the required increase
in electron density and the NO'/O,* ratio.

Figure 8 shows two incoherent scatter N, profiles measured at
Millstone Hill on February 5, 1992, together with results from both
the Millstone Hill ionospheric model and the FLIP model. For the
simulations from both ionospheric models the EUVAC solar flux
model was used. The photoionization and photoabsorption cross
sections for the simulations are also the same, being based on the
tabulations of Fennelly and Torr [1992], except that as described in
section 2.3, the photoionization cross sections for 0+(4P) and
O*(3P*) have been modified in the Millstone Hill model based on
results by Bell and Stafford [1992]. For the Millstone Hill model,
pelpi ratios are obtained from the formulae of [Rickards and Torr,
1988]. However, for the FLIP model, pe/pi ratios are obtained from






